K-L变换（ Karhunen-Loeve Transform）是建立在统计特性基础上的一种变换，有的文献也称为霍特林（Hotelling）变换，因他在1933年最先给出将离散信号变换成一串不相关系数的方法。K-L变换的突出优点是相关性好，是均方误差（MSE，Mean Square Error）意义下的最佳变换，它在数据压缩技术中占有重要地位。

　　假定一幅N x N的数字图像通过某一信号通道传输M次，由于受随机噪音干扰和环境条件影响，接收到的图像实际上是一个受干扰的数字图像集合 　　对第i次获得的图像 fi(x,y) ，可用一个含 N2 个元素的向量 Xi 表示，即 　　该向量的第一组分量（N个元素）由图像fi(x,y) 的第一行像素组成，向量的第二组分量由图像 f i(x,y) 的第二行像素组成，依此类推。也可以按列的方式形成这种向量，方法类似。 　　X向量的协方差矩阵定义为： 　　m f定义为： 　　C f 和 m f 的表达式中，“ E ”是求期望。 　　对于M幅数字图像，平均值向量 m f 和协方差矩阵 C f可由下述方法近似求得： 　　可以看出， m f 是 N2 个元素的向量， C f 是 N2 x N2 的方阵。 　　根据线性代数理论，可以求出协方差矩阵的 N2 个特征向量和对应的特征值。假定 是按递减顺序排列的特征值，对应的特征向量 　　ei = 。 　　则K-L变换矩阵A定义为： 　　从而可得K-L变换的变换表达式为： 　　该变换式可理解为，由中心化图像向量 X - mx 与变换矩阵A相乘即得到变换后的图像向量Y。Y的组成方式与向量X相同。 　　K-L变换虽然具有MSE意义下的最佳性能，但需要先知道信源的协方差矩阵并求出特征值。求特征值与特征向量并不是一件容易的事，维数较高时甚至求不出来。即使能借助计算机求解，也很难满足实时处理的要求，而且从编码应用看还需要将这些信息传输给接收端。这些因素造成了K-L变换在工程实践中不能广泛使用。人们一方面继续寻求解特征值与特征向量的快速算法，另一方面则寻找一些虽不是“最佳”、但也有较好的去相关与能量集中的性能且容易实现的一些变换方法。而K-L变换就常常作为对这些变换性能的评价标准。

KL变换 Karhunen-Loeve

　　用子波域中部分KL变换来抑制噪声的方法 　　提高S/N 比是地震数据处理的主要任务。有时野外环境非常坏，例如，沙漠、沼泽地和黄土地区，以致记录器受到很严重的干扰，而接收不到反射波。为了获得高质量剖面，介绍了一种崭新的滤波法：WKL 法。该法是根据噪声(例如，地面波)的传播特点，利用子波的优点及部分KL变换。该法的依据是反射波和噪声的传播原则及其频率范围之差。合成数据和实际数据处理结果证明，该法要优于其它的方法，而且它能明显地增强S/N 比及能合理地消除噪声。

K-L变换

1.K-L变换的定义

　　以矢量信号X的协方差矩阵Ф的归一化正交特征矢量q所构成的正交矩阵Q，来对该矢量信号X做正交变换Y=QX，则称此变换为K-L变换（K-LT或KLT），K-LT是Karhuner-Loeve变换的简称，有的文献资料也写作KLT。可见，要实现KLT，首先要从信号求出其协方差矩阵Ф，再由Ф求出正交矩阵Q。Ф的求法与自相关矩阵求法类似。

2.K-L变换的特性

（1）去相关特性。 　　K-L变换是变换后的矢量信号Y的分量互不相关。

（2）能量集中性。 　　所谓能量集中性，是指对N维矢量信号进行K-L变换后，最大的方差见集中在前M个低次分量之中（M<N）。

（3）最佳特性。 　　K-L变换是在均方误差测度下，失真最小的一种变换，其失真为被略去的各分量之和。由于这一特性，K-L变换被称为最佳变换。许多其他变换都将K-L变换作为性能上比较的参考标准。

（4）无快速算法，且变换矩阵随不同的信号样值集合而不同。 　　这是K-L变换的一个缺点，是K-L变换实际应用中的一个很大障碍。

§4.6 基于Karhunen-Loeve变换的特征提取  
　　K-L变换又称主分量分析，是一种正交变换，学过数学信号处理或数字图象处理的同学可能已经学过这种变换，K-L变换常用来作为数据压缩，这里我们用它作降维，学习这一节主要要掌握以下几个问题：  
　　1．什么是正交变换，这是在数字信号处理或其它课学习过的内容，很重要。  
　　2．K-L变换是一种最佳的正交变换，要弄清是什么意义的最佳，也就是说它最佳的定义。  
　　3．K-L变换的性质。  
　　4．K-L变换的重要应用。  
4.6.1 Karhunen-Loeve变换  
　　正交变换概念  
　　变换是一种工具，它的用途归根结底是用来描述事物，特别是描述信号用的。例如我们看到一个复杂的时序信号，我们希望能够对它进行描述，特别是希望用一些经济有效的方式进行描述。描述事物的基本方法之一是将复杂的事物化成简单事物的组合, 或对其进行分解，分析其组成的成分。

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| |  | | --- | | 4.6.1 Karhunen-Loeve变换 　　正交变换概念 　　变换是一种工具，它的用途归根结底是用来描述事物，特别是描述信号用的。例如我们看到一个复杂的时序信号，我们希望能够对它进行描述，特别是希望用一些经济有效的方式进行描述。描述事物的基本方法之一是将复杂的事物化成简单事物的组合, 或对其进行分解，分析其组成的成分。例如看一波形，我们希望知道它是快速变化的(高频)，还是缓慢变化的(低频)，或是一成不变的(常量)。如它既有快正变化的成分，又有缓慢变化的成分，又有常量部分，那么我们往往希望将它的成分析取出来。这时候我们就要用到变换。变换的实质是一套度量用的工具，例如用大尺子度量大的东西，用小尺子度量小的东西，在信号处理中用高频，低频或常量来衡量一个信号中的各种不同成分。对某一套完整的工具就称为某种变换，如富里叶变换就是用一套随时间正弦、余弦信号作为度量工具，这些正弦，余弦信号的频率是各不相同的，才能度量出信号中相应的不同频率成分。例如，补图4-1中的信号只有一个单一频率的简谐信号，而补图4-2(a)中信号就不是一个简谐波号所描述的，它起码可以分解成补图4-2中的两个成分，一是基波，另一是三次谐波。 | | Karhunen-Loeve变换 补图 4-1 Karhunen-Loeve变换 补图 4-2(a) Karhunen-Loeve变换 补图 4-2(b) | | 由此可以看出，对事物可以有不同的描述方法，如补图4-2(a)是对信号的一种描述，而补图4-2(b)则利用成分分解，得到该事物的另一种描述。当将一事物从一种描述转换成另一种描述时，就要用不同的工具，因而每一套工具称为一种变换。 　　为了对复杂事物进行经济有效的描述，我们希望将其分解成相互独立的成分，譬如我们分析其快速变化的成分时，就希望它只不再混杂其它成分。用富里叶变换为例，希望它分析出某种频率的成分，就不要包含其它任何频率的成分。这就要求，作为变换的工具中的每个成分是相互独立的，用其中某一个工具就只能从信号中分析出一种成分，而分析不出其它成分。 　　用变换对信号进行分析，所使用的数学工具是点积。点积的实质就是两个信号中相同成分之间乘积之总和，补图4-3中列举了一些点积运算的例补图4-3(a)中是两个随时间连续变化的信号，它们之间的点积运算定义为 Karhunen-Loeve变换 | | Karhunen-Loeve变换 补图 4-3 (a) Karhunen-Loeve变换 补图 4-3 (b) | | 在这里同一成分是指同一时刻t两个信号的值F(t)与G(t)。积分就是在整个时间域上求和。而补图4-3(b)中的向量A与B在一个二维空间定义，它们两者分别含有成分为(a1,a2)与(b1，b2),a1与b1是两者的同一种成分，a2与b2则是另一种成分。故它们的点积定义为a1b1+a2b2，在这种条件下就不需要积分，而只是简单求和。 　　点积运算的结果是一个数值，或大于零，小于零或等于零，等于零的情况在补图4-3(b)中出现在A与B之间夹角为90°的情况，这表明B中没有A的成分，A中也没有B的成分，因此又称相互正交。由此我们知道作为一种变换，如果这种变换中的每一种成分与其它成分都正交时，它们之间的关系就相互独立了，每一种成分的作用是其它成分所不能代替的。拿富里叶变换来说，频率为f的成分只能靠变换频率为f的成分去析取。另一方面也说明了这套变换必须是完备的，也就是它必须包含一切必要的成分，例如必须有基波的任何一次整数信频率的谐波，否则就会对信号分析不全面。 　　综合以上分析，我们可以将对这种变换的定义归为： 　　如果将这种变换中的每一成分，同一个向量ui表示，i是其下标，原理上可以到∞，则我们要求的正交变换可表示成： 　　Karhunen-Loeve变换 　　这里ui与uj的点积采用了矩阵乘积的形式，此时其中一个向量要表示成转置形式，上式中要求uiTuj=1，是考虑到ui是作为度量事物的单位应用的，它本身的模应该为1，ui又称为某一个基。而被分解后的任何事物(在此指信号)可等成各种成分之和。故任一信号X可等成 Karhunen-Loeve变换(被4-1)其中ci是相应基ui的相应成分。 | |

　　前面讨论了利用各种距离判据进行特征提取的方法，，这一节要讨论另一种特征提取方法，即基于Karhunen-Loeve变换原理的方法。这种方法也是以样本特征向量在特征空间分布为原始数据，通过实行Karhunen-Loeve变换，找到维数较少的组合特征，达到降维的目的。由于样本的描述都是离散的向量，因此我们只讨论Karhunen-Loeve变换(以后称K-L变换)的离散情况。  
　　现在我们讨论第二个问题，即K-L变换的最佳是指什么含义，在这里我们讨论的是特征空间的降维，因此这个最佳是与降维联系起来的。对我们降维来说，原特征空间是D维的，现希望降至d维d<D。不失一般性，可以认为D为无限大的情况，并设原信号可用一组正交为换基ui表示，见(4-59)。现要求降维至d维，也就是说将d+1维以上的成分略去，显然原信号会因此受到一些损失，我们将其表示成(4-60)形式，而每个信号的损失则表示成X与![Karhunen-Loeve变换](data:image/gif;base64,R0lGODlhDgATAIAAAAAAAP///ywAAAAADgATAAACI4yPmaDK3AwMM9qLgNZyr99MlUNhD1aaqXWyx/iCr9dx6I0UADs=)之差。现在的问题是对我们讨论的问题，即给定一个训练样本集条件下要找一个好的正交变换，能使这种误差从总体上来说是最小。注意这里讲的是总体，这是因为降维以后，训练样本集中的每个样本数据都受到损失，要衡量的是总体效果。在这种情况下最常用的指标是均方误差最小，或称均方误差的期望值最小，这就是(4-61)式。这就是说要找的正交变换能使一组样本集的截均方误差的期望值为最小。  
　　K-L变换是一种正交变换，即将一个向量X，在某一种坐标系统中的描述，转换成用另一种基向量组成的坐标系表示。这组基向量是正交的，其中每个坐标基向量用ui表示，j=1,…,∞，因此，一个向量X可表示成  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhYwA3AIAAAAAAAP///ywAAAAAYwA3AAAC4oyPqcvtD6OctNqLs968+w+G4kiW5omm6sq2bggAQfzWiyzP9m7gPc+L0YDEovGIEiqXS6RI+Bg6QVBHzllVYqqUbO2q03Ah0jHrCs6YGenwK9dWSxvt+GquYNoRa34XTbInhucn4fPzJDjDZEiIaHiguPUIQ9cV+YSZaZlQh+goyUnpIQm2B3fIobXoOBmxyoeKk9YKFPoKifVxe3u2m3sUygtcJFzqZtmbosdcG2kc3Mw8RV1dEedsvalNespNJfqt2rOqLC7ahHzuepO9nvw+4h5PX29/j5+vv8/f7/9/oAAAOw==) 　　(4-59)  
　　对一向量或一向量空间进行正交变换，可采用多种不同的正交坐标系，关键在于使用正交变换要达到的目的，不同的要求使用不同的正交变换。这里要讨论的是，如果我们将由(4-59)表示的无限多维基向量坐标系统改成有限维坐标系近似，即  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhZQA1AIAAAAAAAP///ywAAAAAZQA1AAAC7IyPqcvtD6OctNqLs968+w+G4khmAFCmJaq23unGG8rKHQyyta3pebDjYXbB3qkopBCTzKazeYxKpc/Y8YGrtq4OpNbAjQ6zk7BzafQuslxmTa0kN4pwl+8lXyvqdviU36ZX9pbCdxGYYAgGdKB4WPcngdioRElyJ6LmyLg4QpjZtSfKmcdpgrApCYEmCJOKFTZ5GiGWqOMaVPplOqO6m/ih+GoV7PvbiWWcfMw7B9isN6zyR62LamgNVU3N3O3NgZT9vTLuqVnuOYcOClQrvc7w5g5fHC9OvwqNn/O+7/8PMKDAgQQLGjyIEEEBADs=)　　(4-60)  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODlhDgATAIAAAAAAAP///ywAAAAADgATAAACI4yPmaDK3AwMM9qLgNZyr99MlUNhD1aaqXWyx/iCr9dx6I0UADs=)表示X的近似值或估计量，我们希望在同样维数条件下，使向量X的估计量误差最小。确切地说是使所引起的均方误差  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhtgAgAIAAAAAAAP///ywAAAAAtgAgAAAC/oyPqcvtD6OctNqLs968+w+G4kiW5omm6poCAJu58Fy+gU1LNp73Gs/zLYDCooVoHCKCyWbHBXVKp8eblYrNNpjajex6gYpv30MwSi5X0GIu15xgo9ff8VmNeeGrcKZ76QVo4LelBBcjOKjwRrEXBnjGgMM4MRmXuCh5iKh4ifn4tBlpSFnZmTjnmQnG+fe59tDmeGq5OVTa+IZLOXvEiATq0WbL6yBb+gtRvCVr7GzbGHGsecr6i1uZHMssvFwd/VFbrfudV36u6om9zZq+viqs/gr2Xoi+a9jOp09sHo/6Cpi/e8rg8TMFDVO9JcPyTPs2SU4vYxJHFRxU0VedN1QQQ42wmGPdQhEgB5I0CKPeyHAo6ZjguJLDyJiBGNKk2SWnzp08e/r8CTSo0KFEixo9ijQpiAIAOw==)　　(4-61)  
为最小。K-L变换可以实现这个目的。  
　　要找满足(4-61)式为最小是一个求极值的问题，求最佳的是正交变换的基ui，i=1,…∞。因此还要满足变换是正交归一这个条件，因此这是一个求条件极值的问题，一般方法是利用拉格朗日乘子法将条件数值转换成一个求无条件极值的问题，观察从(4-61)到(4-69)的过程而(4-62)则是对拉格朗日函数g(ui)求偏导而得出的结果。  
　　至于对某一个数据X的相应cj值，可以通过X与每一个基uj的点积来计算。由于不同的基之间是相互正交的，这个点积值就是cj的值，即cj=ujTx(补4-2)如不明白可看讲义中的(4-65)与(4-66)如果我们要求一组系数cj，并将其表示成一个向量形式C=(c1,c2,……)T，则我们可以从(补4-2)得：  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhdwBoAIAAAAAAAP///ywAAAAAdwBoAAAC/oyPqcvtD6OctNqLs968+w+G4kiW5ommqgIAWbvGEvy0NuvKOkM77o/bCRE9SG5RHMqSvgZTqXrynEfoSjqlWmNYXDXR3YbCFLLYk6SZD+vzhnn81uRuEZxdptdBd4Oe97fX0RcQF1h4KKjRd+M3p0jyBFN12AaZN1GZeGnRpsk5tunoIwo6I9oIaPph+bg6WGoU+6qFNkuLdFuL+6Krytt7mgrmC4w4U5ica4xhGdjK7Bf7XAzsTBrdOY2djSm82x0BDR7uypbjXM1LOK2Oy+5dLsuCl+lOC3/OLW9e34hOjt+yIHL+jBNiA4i2CgZ/JJQ2LqFDif+GgSGi69qu/i/qOBK56ITeQmQNP45aBLKesiwp483BkmYlSpMfKwl7SIyVR2oSWZ7EY9OWTpEcPBINKY5iEKE1SfVE0tJRUFhDmxaNmixRwQsHB550Z1SlVpoM70lT+bMZWplsc3XtSjAVzl6U5Fq0Y/aYwH18f+31WzSvKbg5/wJ+IxgUYYyGDy9KzMkMmcX48lJ+dVlv48JUN3MO7PlzwKWhzzItrRk06tSIV7N+7Dpz5sGWIV+SbRsS7ti1eVdFveYp6dLBszrerPF44+ReiW8bvfy5csOeYOZWlAZdO98pt6/Od4o7Te/At6a1Lt5fzOl/JSmECJ06qrSMv89vqy89Uj2zGVcFv/taaJT1519H10VmoGuiuaRggw52UAAAOw==)　　(补4-3)  
　　则U就是一个变换矩阵，其中每一行是某一个正交基向量的转置。由X计算C称为对X的分解。反过来，如果我们希望用C重构信号X，则根据(被4-1)，它是各个成分之和。如果我们将对应于每个基ui的成分表示成xi，则重构的信号又可表示成一个向量形式。  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhcAAhAIAAAAAAAP///ywAAAAAcAAhAAACuIyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27guTQExf81yjwL7bB54r3QLAoHFRjPB6RF4mmYMSfQjpxFqDYh/ALcRLS4IbQ80YVnT6tkv1r9pze5xyxlm5Eb9FXXynbNemlwCo1JVGOOXHUWghdYdxB0m2R1Wl+DNJqaXFmGhp0HfpGarQ+eS2ZEnHVBqq2XTTWgdrcob4gTN4hOkgmusazNtrJxRcG1QHojrc7PwMHS09TV2NUAAAOw==)  
　　则![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdh8ABpAIAAAAAAAP///ywAAAAA8ABpAAAC/oyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27gvH8kzX9o3n+s73/g98AACVYfCIJBkty6TziWlSpNCqlUGdEq/cbiA7AXvHQXHETE7r0Oet+s3LDt1COvxuo7rtWD7+D6NX5AdYuCKoZajogohgxvYG2bfYlrB3QPiVCSfZ0GkoJ5X56UWqYPonObqphnrKuqjqCUvmakkLSrsai+tgGwk7N5nr8ZtmrKmoZyRcSTmcgYwkhxnWm3q9IH0ERnS93YUMDiSWPX4lnm3V/XU7+wwdpV5FbWC3C/+6ce6z7C36Lp87Dfx6kMInENM8RwufHAyY0F5Dicq+QYyYrqI1/kIFoWQk1qGjw4nJQHIQ6eRjIXAok4TC1RIHS5JjGumiyQ1nyYg77Q2aRlBnzJyWfpZpJ6/YQp0x6DRiGO/DnG2XLsy0WkphUZ9I/XT0hpTG1SI1td7i45XpKZmbOqFSO2PLp7QlSE6V2yxRSHVwZeCVwJHvVE15wzJkBuFe0r1kj/X0ZNgsk62O1kr2VW3xSXOtHmsrfHkKZYlOLSeObHRz41qeU6/mCtm0ENSHB0NlXBv0nr/Ozi1x21pvbnaVMRPc1xYm58y0sTAv9hyzytfNo5NNfneg6uGKmfeqWudyadizp5O2Pbo6+ckTx4Yprp4yXPDl7S5NL3t1Q/eA/uE7HRWdMfS19g9yUeCXX3yRLSXUclwVBiBhme1HGn68RUPherFpeNZubyUHGF9QdUeRVl4FZRhoXdkX1DcqnsBff6fBN6NU6+12UVR4xCijcRw6F4Jc8rFokoFY+SjafOT9Z+RKDY7woi9RthhYk4DwmI95Oz7JU3DWaIQbT48E01ccXIpJpJNKdelliGBuh6aV2KzZpZZ3YAnPmImVuQOez9jJyZkYpXmloAkBCgydcaJYJKOLYvhmhVNqN6icW5r2HZ8pETrnWi6yiWgrHLl2KKeXeqrPZ6Caeida1lVZJ6uBniVhharGammrMsL6qGaF7qpjlrLOOiNdq+aqc2sbobDZpjONWqXppsgm62uvtu5JiYDRSuufs5EKdyyN3jJLLrbimltuulIiSOC26h5DIom3vUvvvAr9Z2y9+kIiZKr61ssvh0P9ywUb/dpL8Lv86uZuwujs17DD68wzsMQTQ2vxvuZEnHHHHn8McsgzFAAAOw==)　　(补4-4)  
　　显然，与原向量X是有差别的，是原向量的一个近似，要使![Karhunen-Loeve变换](data:image/gif;base64,R0lGODlhDgATAIAAAAAAAP///ywAAAAADgATAAACI4yPmaDK3AwMM9qLgNZyr99MlUNhD1aaqXWyx/iCr9dx6I0UADs=)与X的差异越小，则要用更多维数的正交基。  
　　如果将 ![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhcgA3AIAAAAAAAP///ywAAAAAcgA3AAAC/oyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27osCQCDDYk3OM21/+37jCXsb4DAkwxGLCOPyCY1Kk9RqVdpLPpTYl9bhLH2pl/G3yM02NcYwOw0DuinyG9z14+RHZ9u9PHdgFbjQx2AoWFdBOAgW80ezl6AjuEhIdxl5ZTmXqTghmREqdhjxaVrJlmoSeEkZWRi7WrbG6mjQifsKZgbZQKaZieEJV6OV5tu1xQQhrKzgfLv8TKeHSg16/auNPb3VehQb/TxYDpkM2/1t3qju/u7R6oYOj1RaHy9fi4vvU9q2rx+TK3s2jRN4j2A4gAhVFeojh15DaOEmPrKIMaPGD40cO3r8CDKkyJEkS2YoAAA7)代入(4-61)可得到  
 ![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhrgBqAIAAAAAAAP///ywAAAAArgBqAAAC/oyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27gYAQfxSNF3nkyzPOsQz9H7ERdBXZByHyeYsxnQioFGp9YrNardNqveL63h34HKVC4I+wpzguaF2sNGiODz0Xs8V+VxfDia0J/iHh2HXghhRuDYlpMfoEWk0qDL5qChxVphJcslXifL5FCpntFgqmQr5MvoWyHcwFNlJ+dqzKqtZ2omTq2sDQwWMykmcMLtD9npMfPkMOBb7SL37Z1yNN3jd3KgMcxrsbZptGH5XPr7YhoykuX6e7CiG3l4d1QcNDjxJ201dS0O+f7h+uXt3CJa/ZVOY3GjIjpUgiA4HVhgFBN4+/nUXMB6sdy7jR3ocMzDymO5byXm7RgREOW0lwkMakRn0U5OcTJEyAxKiExLOwp06AQGtYwaWUT0dk345msbpUz9SpUG9ihXqLUqtlGyCmbWnFGZhE9piCbbpWWdlTU5z+E/UW7RtaU4tqCZtR1Jx8D6sa4GHNLgp5d6lC/iiLXk+Xe4ZBvBmYr2J60qujDmz5s2cO3v+DDq06NGkS5s+jTq16tWsW7t+DTu27Nm0a9u+jTu37t28e/v+DTy48OHEmUq+Qbn4kmC4itNrrgy6c2GXIU+/jh14Vet8qybiPrrxHPHJ3x0xLR4UNxfldZT5udbGZblN20cEKFG+/Y17/p1sAlLdfCXAtJ9AQXnlioBIoVTgYr2wVUxgqby0ii/XFMRTElb1E2Ae8tgzUkzYhAiiKFOB+GGEF1Wy3kwjjqjhgUQVVaKM9byYYRH4kKgETSDN8188Nbqz45A/ENaPjzcK6U16pMzIwns8GpkTghDB94RQB21zXpZUjlXlTP31qJhKcYEJJZlu/Rgmmw1G5aGSa6ppZoaNoXFSTDTqadMzv9ypFSpfXsmmcNshcmgoCs6WaBiNvpldpHISSuhXXEnaJowsScolYUg8xkaKnM4F4UfSEYmpLod1R+SqY0DammCQeTrLqvek+mSfjPmi3q6wGoprlL8GS2yxIxQAADs=)  
  
　　由于uj,j＝1,…，∞是正交归一坐标系，有  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhoQA9AIAAAAAAAP///ywAAAAAoQA9AAAC/oyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27gvH8kw7AFDnOnPvvA/rAQO4Q7E4TAmHyCMyWVoadcKj4inBQhPSmzbWJG5RUsOXdh6HymK09/1Wj9hpKkILL9ehdHVzfwXIhJeTB3cXeIgox0U49iTI5aFo0ve4SBEJgcNJ5rgFaaEZMaqhx+ZiSNk24fVRmoHqhxmkIstoNgOLcevXq/Q7uYtLTDpcvFG1p5yVF4hcm/sQJgz9Qm0zZbxKdGxtqp0tnez9HRuOzoo1HGy+ZvbrVG40nxrUeYeHDx9bT7bor4Mmb+3QaCv4L4spfT6qjEtHSmCrhZJY1QgTUOK2en60Mr46N8dWKIjXVLlSKAIhhy60koykx82ir46z+C04o9INzYsmX8KL6fEES5INW8q8QmzoQ5ctAQWttG4pU6LiGNF5yqunz41Wsdoy6u5ZWKlj84U9WZaH17Q7crJF5vZtsbhycdGtizev3r18+/r9Cziw4MGEHRQAADs=)　　(4-63)所以有  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhXgAyAIAAAAAAAP///ywAAAAAXgAyAAAC8YyPqcvtD6OctNqLs968+w+G4kiW5ommCwAErApDbevG9lrn926wLw8MCoc2n/F4fPyIEp+SxqBBmbJlNDItIqVWhHMz/arCvWe2ctal0umEGK0uw9jYbt3ejr5dyKs83rCnIIjTdJBntoToZnfoqDSRt+Wns8jYZulFQWg4CEeJFcmRNbPpcNYISJkJKiV6+qgqu5Ja1TfrdqdZGJTJypsrZPkLvNtbS1zMl3zjG1hL5VkV3bFlDU19d32b3e39x0j7/YE5HsmmaGwuIw1Ftq794pqEC3+Y5ArO7I3+445tb5+9UwIHGjyIMKHChQzXFQAAOw==)　　(4-64)  
　　系数cj可以利用正交坐标系的特性得到。如令某一基向量uj与向量X作点积，则有  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhegAyAIAAAAAAAP///ywAAAAAegAyAAAC/oyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27gvHFAAEtIxzdW3n/rUz8H5ECe1WTCqXzNERuXoOpVQqMThUYRHHB/SXbYWF38UYl5WSy52zje3tukvj8Hwz7xq5d6f50Kdxp+elEAhCyNVDkmgIp2gYgvT4N2jFRwZEuQgxeZgwNaMDiNEIGRFakYrKaXZ5+unqFrs6UVsYy3Cr2kBLyisUKdxqsfvZVwdpXPgWaJfBY8raeQq6VhyECUj4VJq9TW3UCHVjlzvsguxxeG4NM/jBLhiThzhdSq97H86M//7XyRc/Ve3WnamCcBO4OE2wJazSMKLEJAcLThRz0ccjI4sZJenriKbZJJAh1RAjidERR5R4WF5Z6TKmzJk0a9q8yaQAADs=)　　(4-65)  
　　利用(4-63)有  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhBQEoAIAAAAAAAP///ywAAAAABQEoAAAC/oyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27gvH8kzX9o3n+s73/g8MCofEHuB4LCpXyOQyAghEo88Z9TaVViXXbSyL63od4nGLWpalUU3tqdtEI82Yafxebq8pcUP7sEemARfokZdQSNcQuEdoiKiQyCC5cGgyB+mneFG4ZtlxledkQYmQVioCtllBiHlaCaL6garJeYcoNyG7CpXplltLejvp9uA0ushaEsrHq2wKWAuXUsps/Czc51td7Awhpi0FXjcMS2kt2EyC/t3tnX7tu+yeHFyvDh3NqZ+//d5OTIusT/TwSWJnryDAhBnkJBr3754pNJogMmwoLyAmbIl8NvqhNdEdsj/ikEXs58oRLpMmuWwkOWnXyBEge53EiAuWLiz9YtG8OeinDYSzhAKtk4qnQlBGj9aouY5NU6dWlK6DSgYr1VhauW79Cjas2LFky5o9izat2rVs27p9Czeu3Ll069q9ixduAQA7)　　(4-66)  
　　代入(4-64)得  
　　  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhjQBqAIAAAAAAAP///ywAAAAAjQBqAAAC/oyPqcvtD6OctNqLs968+w+G4kiW5ommqgQAQbvGMuW674znSm3Y+o9rwYDEovGITCoZwqbTCYF2pEuM8DF08HybbVVz1bJE3OpzGN5lwQjpGZ2+XeInrq2sxlvwZXuCz6aip/e3NrfgA9iDGJgyGEFHY7hIyJOXQchEd8a46Bk1eQA3Ybkjh3WXKUq6utfUChn6qWraQNsGa8uqSYU7K1mZi3X6Ryz2qUsqG9W523y7Ggx9ejttvFdsfe17/Yj8y/xtPJ1o5WtNm1pdLLz+sixuCy//FN+sVdpjl/YmGlk4rg8QaNqYDGSnw12Xg9xy/LOH7UeieQyHhUv4pRYq/kgVM757wwmfxIIJQfbziDKlSnOIBpFcaSQYzCWh+DWciURROWE4Y0K58xFNTyX1gCJ7OdSES6H6kCYd4fTpwKhSq1q9ijWr1q1cu3r9Cjas2LFky5o9izat2rVs27p9Czeu3Ll069q9izev3r0bKfLlaPQvJjlUBb8SjDjxU5Mh8T0s0SvjY33M8jm6UXjF5G33ZGT27Pdi0MNh3Jw8HG/zyMKKPLU+ipCn7COqLd5MzXNn7N1EQ7cUqDGbwaUGHdVjsWzURd3CGZGskap3Jub0skw/ViHw50KRQcnkjJB6tOERxcdMBv42Z8vjs4NLokr8a8zPNBbUzntGuqaicwO3u6mNUbVpFktAbYS0j3WNoWYbDPtIxAE5MSik3xRjEGibZx6Q4xsmFG1HA0eiwQTihRuNuFKJ3jG2WYe0qYgKiwwqRuOGmrRUo4jBKVbTGuYhphM3MJ4FHWlNOZgjJW4ImeQ2qKmT5JB3udhklVZOUAAAOw==)　　(4-67)  
　　如令![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhWQAjAIAAAAAAAP///ywAAAAAWQAjAAACtYyPqcvtD6OctNqLs968+w+G4kiW5omSwLqmbgMEcfzWCS21BnvoFwvk3XRAGVEoUyBvCFxS4/Qpm9Qec+Gs7rSYaFabxYVh5K05Iz5Pn9WwFDw0v3vB75lmpzPmjzx9iVbEhlVG4ce1V0d4B5PH1xdxaGil1rYmuQbZMWaXBjcJgRl59RXFJYqI9ThRR9Qk1IoH6IBqUstxq/KSOzIb4msTLDxMXGx8jJysvMzc7PwMHS3dUQAAOw==)，则有  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhZAAvAIAAAAAAAP///ywAAAAAZAAvAAAC8YyPqcvtD6OctNqLs968+w+G4kiW5tkAQKCirrau7EtXsSHXOqS2+w8MCoewnvFo5CWJlt7D57jlmBRnVDKl2qAwbcba9WLAY/GXu826lgekOopG+OKKnOyO/7ZD5IQ9coezJ1jG4NZEN0P4JDj1d/bWEalIeRU4WGljMkmp5jmT9SgHiPnBqdi3IOWHk6h0egHLciP3ljqb6brGYRsbJMuj6vsDHFw3rCOrbLqjvOxRDO02fapbFS1JPW3G3T0xSWftHXY8HhsJ5mheyNo5ut406xR4tAj/Ld9yWYl9j25lR9y9dwNJCCyIMKHChQy7FQAAOw==)  
　　欲使该均方误差ε为最小，就变成在确保正交变换的条件下，使ε达最小的问题，这可用拉格朗日乘子法求解。为此设一函数  
 ![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdh/AAyAIAAAAAAAP///ywAAAAA/AAyAAAC/oyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27gvH8kzX9o3n+q4CQODjfYJBofH1+wGPm6RByYyenEvphQq1akO+4rbSzX7H5LL5jE6rOeG22xtp2950ODe8ntoVe4dTLNP10Ofxl6cHmJDotyPIWLJ4FMkweUWIIeblCFQ5dNnwuQna8/QJ0bmASiHaxIeQpVpo+kpFKRGbIYqrmHu3a+t6ANvCevo4uDKM2evb1AcFjTT7egw63aE8iFclHI2s6AZ2rXmqZA7tDTk+CZue6t4qrC3/RA2fOlLsek+5Xc/PJ9wEfcFG/aOHDyA4OQW5AasHESEqQG8sdVL4kFpE/kTzqmHk9svjN4eZEFbjEsdkyoIhlzGqlA2myngb+5XUuIciCVXnGvqEmDPft0TuerIshe+KRoMNe14UupLIqmBSp3RMsshb1aRb2Sy1qbMUVlo/sQ0k0s6PHUFwrk1VSxapRLTguo2Na2ETO7wOT/Y1WwgliJZfYxkOzLTmRF6CEQ8ZDLim38QaYPr7mnSm18eQOdMUa+wWNrcuIa087XjzSMoDWzOpBbUjMsL7Ult7mfdvwiik89apWG4wbVq/GfazdGu4muLAyTAXeCi69OnUIz1TDsM6UezUZ2SV/r27kEttMfPWXli8ke/ZdL+21Z67eqFyzIktIp8FVrZAQLfln89ZfX21J8U5/N0kGYA0ZKWLXVswWB5oCtYAW3cVTjhGb2ZoiGGHHn4IYogijkhiiSaeiGKKKq7IYosjFgAAOw==)  
　　并令其对uj求导数，得  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdh/AAmAIAAAAAAAP///ywAAAAA/AAmAAAC/oyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27gvH8kzX9o3n+s73/g8MCofEovGITCqXzOYSADhAowYoxvqYBqgrrFPjpXBP4/LFOm5w0yYqu/g+V7QpsxQcsZMR8a8k3rfVdVe1EVjIV5foJ8cQeAiC5QbpEOaosLb2N0W3iHhkWcUZKip4qdah1YnJ6TjaR8nmZkrLoQeaMck6ukCZRViLmQr5pvkJ8SrraQT4Knz8fIr3+Wgb3ItNHbkMd8WdUG0IHJ4LfVxMGOqbbT60Di5Fzg6GRvotNmsPiIi2fe1ebkuUd/fI2ENWJlM8S5kGJrRFMEfEhQKv1NNGbaIKS2J/GDWysU6jokoTRD5pFyNkj0MqPW4y6dIDzIIxa+IYmOqfzZ01Ds6ZyTOo0KFEixo9ijSp0qVMmzp9CjWq1KlUq1q9ijWrViEFAAA7)　　(4-68)  
　　可见向量![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhcwAiAIAAAAAAAP///ywAAAAAcwAiAAACsIyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27hsCwDXDW31XMm73fPJDBHut4cEYQJJkRwwTuNsxmEqkkiKVKma4q8M7NTyh0SAY0m1u1bRFecy+WjtpsZttOQOFjzmnnnSXNASmxycm12D4RQWnRtUWCRmpkvUD52hH0+j05Bl3tChxKUiE1zfCo6ppyoqWyijaaiI7+8Jlm6tYq9vr+wscLDxMXGx8jJysvMzc7FAAADs=)应是![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhDwAVAIAAAAAAAP///ywAAAAADwAVAAACIIyPqcvtD+MBIFBbV65ZG95sVviNIdU56blK7gvHslIAADs=)矩阵的特征值![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhEwAaAIAAAAAAAP///ywAAAAAEwAaAAACK4yPqcvtD+MDQAZ67ak6a/x1oFRxEWcm6YWyzuhu69l51gzhTfnp9Q/UFAAAOw==)的特征向量，而此时截断误差为![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhRgAwAIAAAAAAAP///ywAAAAARgAwAAACtYyPqcvtD6OctNqLs968+w+G4jgCQGCS6nmiaunGb2im843nulT3vr/j2RrD4KN2NApblKIS5XSkmE8DsllNXHkWIOJHhWyPYfGhzBkTu9JfN6pFk+Ee+VnGndmt/IWcSaexB8UXGKfWMVi0OEjSGPFIUxcUabbziHkJqYinB/apWJkG+pllKskAZ3japyBaYrf4dfqHR/UKA9Sy29P6xIvEojWb9TcGuLrSybrJ7PwMHS2dUAAAOw==)。如将![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhEwAaAIAAAAAAAP///ywAAAAAEwAaAAACK4yPqcvtD+MDQAZ67ak6a/x1oFRxEWcm6YWyzuhu69l51gzhTfnp9Q/UFAAAOw==)按其大小顺序排列，即  
![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhlgAgAIAAAAAAAP///ywAAAAAlgAgAAAC1YyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27gvH8kzX9o3n+s73/q8CACLCSRFy5CSRQ6arSVw2oExqRmhlZKdS0/aBdXzF3Ut4ajmfxuBygE2GS9QJudbtsSPoC/2B/waVVAZYVwE4KOi3N4dnGDWW+EdV2NcYqTiZ9tZGMQTn6Ln42dlCquBYeLqXGnppuQXqitG0+teHV8t5GztbhcZp9VWZJ2g5KXv7iNxBbDBYJ+yLUrsI/GzN1Zx545w2/ZQNNE5ebn6Onq6+zt7u/g4fL29eAAA7)  
　　则取前d项特征值对应的特征向量组成的坐标系，可使向量的均方误差为最小。  
　　满足上述条件的变换就是K-L变换。  
　　在结束4.6.1节的学习时，我们还要强调K-L变换的特殊性。K-L变换是一种独特的正交变换，它与一些常用的正交变换不同。最常见的正交谈换如富里叶变换，哈达玛变换离散余弦变换等都是一种通用的正交变换，它们各自有固定的形式，如富里叶变换的基是以频率为参数的e的括数函数族组成。它主要用来对数据作频谱分析。滤波等。而K-L变换的基并没有固定的形式，它是从对给定数据等{x}进行计算产生的。换句话说，给定的数据集不同，得到的K-L变换基函数也因此而不同。正是因为它对给定数据集{x}存在依赖关系，它能在降低维数时仍能较好地描述数据，因此是模式识别中降低特征空间维数的有效方法。但是由于它的正交基函数族是从训练样本集中计算出来的，因此并不存在一种对任何数据都适用的K-L变换基，一般的作法是先用一组训练数据计算出K-L变换基，然没用这组基来重构或分析其它数据。面举一个在人脸表情分析的例子，使我们增加对K-L变换的感性认识。  
　　例：  
　　为了实现对人脸表情进行分析，或生成对不同表情的人脸，可以使用K-L变换。具体做法是，先获取一组带不同表情的人脸图象作为训练样本集，例如补图4-1是其中的一个日本女孩子做六种不同典型表情时的图象。如果我们将训练样本集表示成{x}，则图4-1中的每一幅图就是一个数据x，利用这些数据计算出相应的协方差矩阵4。然后对这个矩阵进行特征值分解，求得相应的特征向量。我们把特征值按其数值进行降序排列，并选出前项用来重构人脸不同的表情图象，为了说明。

|  |
| --- |
| 从下面“用KL变换作人脸合成”的例子中可以看出，每个分量都承担着各自不同的作用，也就是说各个分量之间的关系是不怎么关联的。为了说明这点我们有必要进一步了解K-L变换的性质，这就是1，训练集样本的不同系数ci与cj之间是不相关的。以及2，训练是样本集在使用K-L变换的正交基描述后，它的协方差矩阵成为对角矩阵。它们的数学证明见讲义。并注意图4-2用一个二维空间分布的数据说明K-L变换的性质。 　　K-L变换具有一些很重要的性质，因而在特征提取中很有用。 　　(1) 样本的K-L变换系数ci与cj是无关的，这可从样本集中任两个系数的乘积的期望值看出 Karhunen-Loeve变换　　(4-69) 　　其中Karhunen-Loeve变换为Kronecker符号，即Karhunen-Loeve变换 。 　　(4-69)式表明不同系数是无关的，同时还表明相同系数的方差就是ψ矩阵的相应特征值。特征值Karhunen-Loeve变换大，则表明样本沿该坐标轴uj分量的方差大，分布分散。 　　(2) K-L变换后的协方差矩阵为对角矩阵。 　　如我们令在K-L变换后的D维坐标系统中样本向量为X'，则 　　Karhunen-Loeve变换 　　而Karhunen-Loeve变换 　　将(4-69)代入得Karhunen-Loeve变换 (4-71) 　　∧为一对角矩阵，或写成Karhunen-Loeve变换 ，其中U为由(u1,...uD)组成的向量矩阵。这表明经过K-L变换后，原向量各分量之间存在的相关性已被消除。图4.2表示了一个二维空间中椭圆分布的样本集，在用K-L变换后新的坐标系中各分量的相关性消除。而在原坐标中x1,x2两个分量之间存在很明显的相关性。图4.2还反映了样本的u1分量比较分散，因而对分类可能起较大作用，而u2则对分类无太大作用，可以去掉。 |
| Karhunen-Loeve变换 图 4.2 |
| K-L变换的一些典型应用  　　上面我们从数学的角度分析了K-L变换的性质。归结起来，它消除了各分量之间的相关性，因而用它来描述事物时，可以减少描述量的冗余性，做到用最经济有效的方法描述事物。下面结合一些应用实例来说明如何运用K-L变换的这一性质。 　　1．降维与压缩 　　以人脸图象这个例子看，K-L变换的降维效果是十分明显的。对一幅人脸图象，如果它由M行与N到象素组成，则原始的特征空间维数就应为M×N。而如果在K-L变换以及只用到30个基，那么维数就降至30，由此可见降维的效果是极其明显的。另一方面降维与数据压缩又是紧密联系在一起的。譬如原训练样本集的数量为V，而现采用30个基，每个基实质上是一幅图象，再加上每幅图象的描述参数(式(补4-3)中的C)，数据量是大大降低，尤其是图象数很大时，压缩量是十分明显的。 　　2．构造参数模型 　　使用K-L变换不仅仅起到降维与压缩数据的作用，更重要的是每个描述量都有明确的意义，因而改变某一个参数就可让图象按所需要的方向变化。在没有使用K-L变换的原数据集中对图象的描述量是每个象素的灰度值，而弧立地改变某个象素的灰度值是没有意义的。而在使用K-L变换后，每个描述量都有其各自的作用。因此通过改变这些参数的值就可实现对模型的有效描述，这在图象生成中是很有用的。因此利用K-L变换构造出可控制的，连续可调的参数模型在人脸识别与人脸图象重构采方面的应用是十分有效的。 　　3．人脸识别 　　利用K-L变换进行人脸图象识别是一个著名的方法。其原理十分简单，首先搜集要识别的人的人脸图象，建立人脸图象库，然后利用K-L变换确定相应的人脸基图象，再反过来用这些基图象对人脸图象库中的有人脸图象进行K-L变换，从而得到每幅图象的参数向量(试问用哪个公式？)并将每幅图的参数向量存起来。在识别时，先对一张所输入的脸图象进行必要的规范化，再进行K-L变换分析，得到其参数向量。将这个参数向量与库中每幅图的参数向量进行比较，找到最相似的参数向量，也就等于找到最相似的人脸，从而认为所输入的人脸图象就是库内该人的一张人脸, 完成了识别过程。 (试问：这种识别方法属于哪一种方法？) 　　4．人脸图象合成 　　用K-L变换构造参数模型的另一种典型用途是人脸图象合成。从下面的例子中可以看出，有目的的控制各个分量的比例，也就是通过调整参数向量。可以将一幅不带表情图象改变成带各种表情的图象，称为人脸表情图象合成。下图为生成各种表情图象的示例。 |
| Karhunen-Loeve变换 |
| 图中从上到下分别对应KL变换后第一至第四个主分量，这四个主分量代表了人在不同表情下面部图像的主要变化。使用这四个分量，就可以描述面部表情的大部分变化，与变换以前的描述方法对比，原来要用几万个分量(图像中的各个象素)来描述这种情感图像的变化。 　　从左到右是对每个分量赋以不同的值，而得到的合成图像，其中中间一列是取均值时的对应结果，最左一列是取到Karhunen-Loeve变换(均值减三倍标准方差)时的合成图像，同样的，按照图像上边一行标出的意义，可以合成其它几列表情图像。 |

|  |
| --- |
| 此节不作基本要求 　　上面讨论K-L变换时得出K-L坐标系是由 Karhunen-Loeve变换的特征值对应的特征向量产生，因而Karhunen-Loeve变换被称为K-L坐标系的产生矩阵。实际上使用不同的向量作为产生矩阵，会得到不同的K-L坐标系，从而满足不同的分类要求。例如可用样本数据的协方差矩阵Karhunen-Loeve变换作为产生矩阵。这跟Karhunen-Loeve变换所产生的K-L坐标系是一样的。另一种按分类均值Karhunen-Loeve变换及各类先验概率Karhunen-Loeve变换考虑。如各类别协方差矩阵为Karhunen-Loeve变换则可以用类内离散矩阵SW作为产生矩阵，Karhunen-Loeve变换 其效果相当于只按类内离散程度进行特征选取。如果只以某一样本集的协方差矩阵Karhunen-Loeve变换作为产生矩阵，则效果是对该类样本集有信息压缩的最优性质。 　　下面讨论一些不同的使用K-L变换的方法。  4.6.3.1 利用类均值向量提取特征 　　此节不作基本要求 　　在讨论欧氏距离度量进行特征提取时，曾提到一些判据是从使类内尽可能密集，类间尽可能分开的设计思想出发的，可见类内离散程度与类间离散程度要结合起来考虑。如何在K-L变换方法中体现对这两者的兼顾可用不同的做法。一种做法是先按Karhunen-Loeve变换，即类内离散度矩阵提供的信息(作为产生矩阵)产生相应的K-L坐标系统，从而把包含在原向量中各分量的相关性消除，并得到在新坐标系中各分量离散的程度。然后对均值向量在这些坐标中分离的程度作出判断，决定在各坐标轴分量均值向量所能提供的相对可分性信息。为此可设判据为： 　　Karhunen-Loeve变换　　(4-72) 　　其中Karhunen-Loeve变换 表示在新坐标轴ui上的分量，  Karhunen-Loeve变换 　　是类间离散度矩阵，Karhunen-Loeve变换 分别是类均值与总体均值.Karhunen-Loeve变换 是各类先验概率。实际上(4-72)也可写作 　　Karhunen-Loeve变换　　(4-73) 　　可见Karhunen-Loeve变换 是类间离散度与类内离散度在uj这坐标的分量之比Karhunen-Loeve变换越大，表明在新坐标系中该坐标抽包含较多可分性信息。因此为了降低特征空间的维数，可以将各分量按Karhunen-Loeve变换大小重新排列，使 Karhunen-Loeve变换 　　并取与前面d个最大的Karhunen-Loeve变换值相对应的特征向量uj,j=1,...,d作为特征空间的基向量。 　　例4.2 设有两类问题，其先验概率相等，即Karhunen-Loeve变换 ，样本均值向量分别为： 　　Karhunen-Loeve变换 　　协方差矩阵分别是 Karhunen-Loeve变换 　　为了把维数从2压缩为1，求Karhunen-Loeve变换的特征向量 　　Karhunen-Loeve变换 　　它的特征值矩阵和特征向量分别是： 　　Karhunen-Loeve变换 　　今有Karhunen-Loeve变换 　　可计算得Karhunen-Loeve变换 　　因此Karhunen-Loeve变换作为一维特征空间的坐标轴，见图4.3。 |
| Karhunen-Loeve变换 图 4.3 |
|  |

本章前述部分着重讨论了基于各种原理与判据的特征提取方法。从其工作原理来看可以分成两大类。一类基于对样本在特征空间分布的距离度量。其基本思想是通过原有特征向量线性组合而成新的特征向量，做到既降维，又能尽可能体现类间分离，类内聚集的原则。在欧氏距离度量的条件下所提出的几种判据都是从这一点出发的，如  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdh2gA9AIAAAAAAAP///ywAAAAA2gA9AAAC/oyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27gvH8kzX9o3n+s73MAAEloJCn7FHBAyJx6aumII6pzPpyUrNtrBLrdeFVS6CBnHDfOB+16PwOK1OK+Lsesc9R6AZ+wDdDoiBl4DWl0doGKh4MUhI0fe3KPnQ6CgBmTip6VBpCYG5+Zj51VkYARo6MepVqgfHN7ea6rpYSVZGe6gnO4tbC2l5W8aF+il8hoxSWKSU5LsrZsg7HHlqrPvp94b4mM15lXuc+ywup3on2wmrjT18TmmdMbpnOiZVv+59d+0Jn1isLxk8QQPNPQs479KHdMAU5nvlUCCcZmakJaHHjOJB/oMVprErSOniIY3cVFT7KHFXv26voj1kGfDlBoouVZqclk6mRWfjrGTyuFJmO04ig3H0A3QmzphHUb7b6BQfQqZDNdSMuuyi1q1bbebDGFQbPUbjNuITglZqRWlfJ1olVzJKwqgHG47tiIutW7jssnLUO3Ib2Y9gbxL92S9j01PM2iI1hTbYPZ8QqQm2IPLYSXRvywr1wEujx2aJGV9JahX14lWqYZ4hGU+taxGU7V395hUv4Kq0BwIlvfhpm7ueyl1Gysj4kdvxlLZWRbxnRHe9qseFinJpbuvVa/PGXZl79+hhwVMXP7489pSb0dfx/lc4cve94NeV354+KfLCWUZf16+JfdFAEdlu8wG4iX3fALdSfghSoSAyahT24CQR8qEchRX+ol4eiG23ISAOyvNciDyMKEiJJj7BBAk8rShii8MpB2ONNt6IY4467shjjz7+CGSQFRQAADs=),![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhxAAzAIAAAAAAAP///ywAAAAAxAAzAAAC/oyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27gu/wGwAcWUvc55/e/3o3Si931AiPBRpPiWzkTwCGcKolKpDWIOOKmR7Awe8129WaRGTu+Uak/YUtxNbOZc9sbuqtvUcf0a0YxRo1saH9QdYSBShNzbnB4mmmKh1mQaFeVcmufZUGfXZR2qpMGp6xDPpVLRJNTi4kkToOvmoFfe6O2RE68anJ2nyOwZaiotJaGyVnAsa0+fI2+qsiWTM6iF9qmE9smqoneqdVwoSTpfxDT5+7a7ehA2/wd2Nwd4+H0tevq/PqBGSWPnq3aKHkA7BSiUKRtNWh+GfZAQdrpsCBldF3okAO1T8CPLjvYP98IU8iTKlSlnz3Fk8gSjeOGgcUaRzIpFMsWI1WSzDGepVHJo0e8pIGAboM3FGYbBs+EbQu0UNYd3k5BNmqxYvmVJilucoh4zUSPysOhKpzKZTTHWdWIgi263ZdM3NFLDlXETD7mJdG/ZuzLR+/wKeJnhX38KEIeLw66ksY16LpxpdRctu3XOFM9tys/lwTV/xloV767Q0tNONJ3OB41rtJditY2OhPVkubsm2FWaLTZGz6N73UCcNTJb4HeOX2yp/Dj269OnUq1u/jj279u3cu8cuAAA7),等。其中描述类内离散度与类间离散度的矩阵![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhFwAbAIAAAAAAAP///ywAAAAAFwAbAAACNoyPqcvtD6OctNqLD9gGUN9xE9hVZHBKqbWaLNI6J8nV6UZrJaqAOIzyxBpCoan44iWHmaazAAA7)与![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhEAAYAIAAAAAAAP///ywAAAAAEAAYAAACK4yPqcvtD2MD1IB56GXbuh6Ai/iQX4mYWWqJ2uqxYdWqyWXDubfD0g9UFAAAOw==)是两个主要描述样本分布的数据。利用K-L变换进行特征提取的几个方法也是出于同样的原理。它是在原特征空间进行的一种特殊的正交变换，在其产生矩阵确定的范围内消除了特征各分量间的相关性，并从中选择有关的特征子空间。这一类方法由于直接从样本之间在特征空间中的距离度量出发，具有直观与计算简便等优点。但由于没有从概率分布考虑，与计算错误率没有直接的关系，当不同类别的样本存在交迭区时，所采用的特征提取结果无法保证有较小的错误率。  
　　另一大类则是从概率分布的差异出发，制订出反映概率分布差异的判据，以此确定特征如何提取。这类判据由于与错误率之间可能存在单调或上界关系等，因此从错误率角度考虑有一定的合理性。但是使用这种方法需要有概率分布的知识，并且只是在概率分布具有简单形式时，计算才比较简便。熵概念的运用是描述概率分布另一种有用的形式，使用时也可仿造本章中所举例子，将一些量折算成概率形式，利用熵原理构造的判据，进行特征提取。  
　　特征提取各个方法中都有一个共同的特点，即判别函数的极值往往演变为找有关距阵的特征值与特征向量，由相应的特征向量组成坐标系统的基向量。计算有关矩阵的特征值矩阵与特征向量，选择前d个大特征值，以它们相应的特征向量构成坐标系统，这是大部特征提取方法的基本做法。这一点与下面讨论的特征选择方法是不相同的。  
　　在特征提取方法中所使用的各种判据原理不尽相同。从以上讨论可以看出，一般希望判据能满足以下几点要求：  
　　(1) 与错误概率或其上界或下界有单调关系，如能做到这一点，当判据达到其最大值时，一般说来其错误概率较小。前面提到的基于概率分布的判据，如Bhattacharyya距离和Chernoff界限符合这个条件，而基于特征空间分布欧氏距离度量的一些判据与错误概率没有直接关系。  
　　(2) 判据在特征独立时有可加性，即  
　　![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhvgA0AIAAAAAAAP///ywAAAAAvgA0AAAC/oyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27gvH8kzX9o3n+s7nANALCifAofF4+CGXQ2CRCfUZntEqzWnNXn9UrfcLDovHKq75fCarK9yHcg2PtB3duF0xr5rl4PolL7EH4UdnQZhwGJVI9EaxOPXnyDf2KNc46ZZRCTlItjl4mdmJ8fnY1RbagPrpqJSKh4dmuWka67RYmbvw6sb6R/sByKC7Syx6jODLaVJqK4hZOAoLrYqYdD09Zawd4peqXE39ND6cTHhILn1NVZsOXu6dvYGLjbxeL28dcHqbrM8uqs67afx2dai1D1E/fJzIxRv2qsipJBLTcaN4sd4bkIvj2FW8p2/eLIMJ/WHc9zEfkWUsy5lUV5IaSYEcBmKb2Iskm5Y8Q8bMZBEmPJWGavZMhAXgr58vbbERBuIZ00hCFU7t2bBpUZt3rsbqxNUDr66B0JiF+pWslrNsw6p9CzeuXLK8xs6lFO2uHSw69cIZ69ZvkI2CAgvekTSN18NeJBYzzDiy5MmUK1u+jFlIAQA7)  
这里用 ![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhEwAWAIAAAAAAAP///ywAAAAAEwAWAAACKYyPqcsMD5qTK1JlL8o68P5p4WR8GWeNzoNFLFh2XizSoivP6pr3PlUAADs=)表示第i与j类之间的可分性准则函数，![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhLwAcAIAAAAAAAP///ywAAAAALwAcAAACaYyPqcvtD6OctNqLs968+58AIhCRkwmhjiqxi/tiMDKH8lMf7BiIeJPTvYKGGrEXKwGViiOSJoQWo1CVr2l7prJWxu5KI4GnRRNYnG2RqUCXk+zG7Shm7xKtbeHp68seVPIGOEhYaHhQAAA7) 表示相应的k分量的可分性准则函数。  
　　(3) 可分性判别应满足  
 ![Karhunen-Loeve变换](data:image/gif;base64,R0lGODdhmABOAIAAAAAAAP///ywAAAAAmABOAAAC/oyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27gvHJkDTExDZ8s7hld/wAXnE32WYGCKLTMdS8gwom71NdHGFPKfULiOrVXC9sypmiwCTrR31931wr8XfWg2eSxqy1/EcCsanJmQRuPdXWGcXNagTh+OopyWHmBaUd3ZYycIIlUG4uUKJlygVqnL3eWYzeirTiuVaCZtGKysaeau7y9vr+wscLDxMXGx8jJysfGR3k2O7jElhaCoMrSk9fRkXLWLbyd0NAo0WLu5xveTny7gInm1EZ86eTvlNet3Vvkj6gATaz9I8dmz8YXPm5OCvfI3+QXrnJJ8XhqqqnYuYrqLEc4thMlnkSOIbK5AjUhUkqW8jypUsW7p8CTOmzJk0a9q8OYwfumY4A7bpmdAb0G0hVJIc5Q7iUIFFl8a64c7nUqNMnQ4EeEQeVWJYzWztZnLPQ2bqxlrt6tVqta1oe7bV8NbmHbZSck1tqvbRuK95+/oNUQAAOw==)  
即有可分性，及对称性。  
　　(4) 单调性，是指维数增多时，判据值不应减少。  
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